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Fortgeschrittene Konfiguration

1 Serverbetrieb (Sicherheitsmallhahmen bei
Remote-Zugriff)

ELSTER-Transfer bietet mit der Version 2.0.0 eine REST-Schnittstelle (REST-API) an, um von
anderen Rechnern aus ETR-Funktionen automatisiert aufzurufen bzw. Informationen zu
Datenlibertragungen abfragen zu kénnen.

Damit erweitert sich das bisherige Einsatzgebiet der Anwendung (Clientanwendung auf
Desktop-Rechnern) um die Moglichkeit, die Anwendung im Servermodus zu betreiben (Remote-
Zugriff). Dieser muss explizit freigeschaltet werden (—

Gleichzeitig entstehen bei Serverbetrieb bzw. aktiviertem Remote-Zugriff durch die erhdhten
Anforderungen aber auch neue Risiken, die besondere Malinahmen fiir den sicheren Betrieb
der Anwendung erfordern. Diese sind in den folgenden Abschnitten beschrieben.

Fortgeschrittene Konfiguration - Wichtiger Hinweis

Die Nutzung des entfernten Zugriffs wird nur empfohlen, wenn auf
entsprechend geschultes Personal zurtickgegriffen werden kann.

Die erforderlichen Kenntnisse werden bei den Betreibern der Anwendung
vorausgesetzt. Support kann nur eingeschréankt gewahrleistet werden.

1.1 Remote-Zugriff aktivieren und konfigurieren

! Aus Sicherheitsgriinden sollten folgende SicherheitsmalRnahmen bereits umgesetzt
worden sein, sobald der entfernte Zugriff iber das Netzwerk bzw. durch andere Rechner
aktiviert wird:

= Konfiguration der — (Serverzertifikat installieren;
Identifikation von ETR gegenlber den Clients)
= Aktivierung der — (nur berechtigte und authentifizierte Clients

durfen auf ETR zugreifen)
Sind diese Vorbereitungen abgeschlossen, kann der Remote-Zugriff in der Konfigurationsdatei
"application.yml!" mit Hilfe des Schlissels "etr.access.allowFrom" (d.h. im Abschnitt "etr" —
Unterabschnitt "access" — dort der Schlissel "allowFrom") aktiviert und konfiguriert werden.

Im Auslieferungszustand nimmt die ETR-Anwendung nur Anfragen vom lokalen Rechner
entgegen. TLS/SSL und die Authentifizierung sind standardmafig deaktiviert.

Der Abschnitt "etr" ist im Auslieferungszustand in der Konfigurationsdatei bereits vorhanden.
Unterhalb dieses Abschnitts kdnnen der Unterabschnitt "access" und der benétigte Schliissel
"allowFrom" neu eingefuigt werden. Die Vorgaben des zu Einrlickungen
und geschitzten Sonderzeichen sind dabei zu beachten.

etr:
access:
allowFrom: '127\.\d+\.\d+\.\d+|::1/0:0:0:0:0:0:0:1"
# ... hier folgen mit entsprechender Einriickung weitere Eintridge des
Abschnitts "etr" wie "gruppenModus'", "sicherheit" usw.

Codeblock 1 Beispiel: Angabe "etr.access.allowFrom" in "application.yml"
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1.1.1 Zuléssige Werte

Als Wert fur den Schlussel "etr.access.allowFrom" wird ein regularer Ausdruck (in Java- -
Syntax) angegeben, der definiert, welche externen Hosts (entweder IP-Adressen oder IP-
Adressbereiche, ggf. mehrere in Kombination) Zugriff auf die Anwendung erhalten sollen, d.h.
freigeschaltet werden.

Der angegebene Ausdruck sollte in Abhangigkeit von der konkreten Netzwerkkonfiguration
gewahlt werden. In Hinblick auf eine gro3tmdgliche Sicherheit sollte er moglichst streng /
moglichst konkret sein und nur diejenigen Rechner bzw. IP-Adressbereiche umfassen, die als
anfragende Clients in Frage kommen.

Um Probleme mit geschiitzten Sonderzeichen zu vermeiden wird empfohlen, den regularen
Ausdruck wie in den Beispielen angegeben zusatzlich in einfache Anfiihrungsstriche/Apostroph-
Zeichen (') einzuschachteln. Diese zusatzlichen Anflihrungsstriche/Apostroph-Zeichen werden
nicht als Bestandteil des Ausdrucks interpretiert.

Beispiel-Werte fir "etr.access.allowFrom":

Freigegebene IP-Adressen bzw. IP-

Regulérer Ausdruck Adressbereiche

'127\\d+\.\d+\.\d+|::1|0:0:0:0:0:0:0:1"' nur der lokale Rechner (="localhost")

'172\.20\.\d+\.\d+' alle IPv4-Adressen, die mit dem Préfix
"172.20." beginnen

'192\.168\.1\.2|80\.58\.1\.2' die beiden konkreten IPv4-Adressen
"192.168.1.2" und "80.58.1.2"

'172\.20\.0\.[1-3]' die 3 konkreten IPv4-Adressen
"172.20.0.1", "172.20.0.2" und
"172.20.0.3"

'2001:0db8:85a3:0000:0000:8a2e:03[60|70]:\d+" alle IPv6-Adressen, die mit dem Préfix
"2001:0db8:85a3:0000:0000:8a2¢e:0360:"
oder
"2001:0db8:85a3:0000:0000:8a2¢e:0370:"
beginnen

. alle externen Hosts sind zugelassen

Als Standardwert, wenn kein anderer Wert angegeben ist, wird der Wert
"127\\d-+\\d+\.\d+|::1]0:0:0:0:0:0:0:1' angenommen. Dieser Standardwert schrankt den Zugriff
ausschlieB3lich auf den lokalen Rechner ("localhost") ein.

[

1.2 TLS-/SSL-Verschllsselung

Da mit der ETR-Anwendung schiitzenswerte Daten ibermittelt werden, sollte jegliche
Kommunikation, die Uber das Netzwerk von/zur ETR-Anwendung gesendet/empfangen wird,
verschlisselt sein (TLS = "transport layer security" bzw. SSL = "secure sockets layer").

In ETR kann daher ein TLS-/SSL-Server-Zertifikat konfiguriert werden, anhand dessen sich der
ETR-Server gegenuber zugreifenden Clients identifiziert. Das zu verwendende Serverzertifikat
muss extern generiert und als Keystore im Format "PKCS #12" bereitgestellt werden.

Per Vorgabe ist TLS/SSL deaktiviert, sodass kein Serverzertifikat benétigt wird. Dies ist
insbesondere fiir einfache lokale Installationen mit deaktiviertem — gedacht und

!\ sollte nicht verwendet werden, wenn ELSTER-Transfer auf einem Server betrieben
wird und von extern erreichbar ist.

1.2.1 Unterstutzte TLS-/SSL-Protokollversionen und Cipher Suites

ETR bietet in der aktuellen Version folgenden Cipher Suites an:

= Protokollversion TLSv1.3

e TLS_AES_128_GCM_SHA256
e TLS_AES_256_GCM_SHA384
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= Protokollversion TLSv1.2 (weniger sicher; nur noch aus Kompatibilitatsgriinden fur altere
Clients unterstutzt)

e TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384
Die unterstutzten Protokollversionen und Cipher Suites werden unter Sicherheitsbetrachtungen
dem Stand der Technik angepasst und kénnen sich in zukiinftigen ETR-Versionen andern. Bei

Clients, die mehrere der gelisteten Cipher Suites unterstiitzen, wendet ETR bevorzugt die als
technisch sicherste bekannte Cipher Suite an.

1.2.2 Erzeugung und Installation eines selbstsignierten
Serverzertifikats

Um TLS/SSL einzurichten und zu aktivieren, wird zunéchst ein entsprechendes Server-Zertifikat
bendotigt.

= Ist bereits fur den Rechner, auf dem ETR betrieben wird, ein passendes Zertifikat von einer
offiziellen "Zertifizierungsstelle" erstellt worden, sollte dieses verwendet werden. Das
vorhandene Zertifikat kann, wenn es im "PKCS #12"-Format vorliegt (oder ggf. in dieses
Format konvertiert wird), direkt — werden; d.h. der
folgende Befehl zur Erzeugung eines "selbstsignierten™” Zertifikats ist in diesem Fall nicht
notwendig und wird tGbersprungen!

= Alternativ kann ein Serverzertifikat mit dem folgenden Befehl selbst generiert werden.

!. Nachteilig ist bei sogenannten "selbstsignierten” Zertifikaten, dass die meisten Clients
(u.a. alle modernen Versionen der Webbrowser) diesen Zertifikaten aus
Sicherheitsgriinden nicht automatisch "vertrauen" d.h. beim Zugriff entsprechende
Sicherheitswarnungen auftreten oder manche Clients bzw. Webbrowser diese Art des
Zugriffs grundsatzlich unterbinden.

Der folgende Befehl generiert ein selbstsigniertes Zertifikat und gibt dieses in einer
Zertifikatsdatei (Keystore im "PKCS #12"-Format mit Erweiterung ". p12") aus.

keytool -genkeypair -alias [Name] -keyalg RSA -keysize
4096 —-dname "CN=[Hostname]" -validity 365 -storetype
PKCS12 -keystore [Name] .pl2 -storepass [Passwort]
Die Begriffe in eckigen Klammern stellen Platzhalter dar, die bei der Eingabe ersetzt werden
mussen (die eckigen Klammern bitte entfernen!):
= "[Name]" kann ein beliebiger Name fir die Zertifikatsdatei sein.
= "[Hostname]" muss der Hostname des Servers sein, auf dem die ETR-Anwendung lauft.
= "[Passwort]" ist ein selbstgewahltes Passwort fiir den Keystore.

(Das bendtigte "keytool" wird in ETR im Unterverzeichnis "jre\bin" bzw. "jre/bin" mitgeliefert.
Alternativ kann das entsprechende "keytool" einer anderen aktuellen Java-Runtime
verwendet werden.)

1.2.3 Installation des vorhandenen Zertifikats und Aktivierung von
TLS/SSL

In der Konfigurationsdatei "application.yml|" die TLS/SSL-Konfiguration anpassen:

server:
ssl:
enabled: true
key-store: "[Dateipfad]"
key-store-password: "[Passwort]"

< key-store - muss der Dateipfad zum in Punkt 1 erstellten Keystore sein

< key-store-password — AusschlieRlich fiir den Windows-Desktop-Betrieb. Die
Datei und somit auch das Passwort kann von jedem Windows-Benutzer gelesen werden.
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Fir andere Installationen wird das Passwort zum Keystore in einer separaten Datei
gespeichert. Weitere Informationen finden Sie im Abschnitt "Angabe von Passwoértern bei
der Konfiguration".

3) Falls die Anwendung schon lauft, muss sie nach diesen Anderungen neugestartet werden,
damit die Anderungen Ubernommen werden.

1.3 Client-Authentifizierung

ETR bietet die Mdglichkeit, den Zugriff durch Clients durch Authentifizierung und Autorisierung
(Berechtigungspriifung) der eingehenden Anfragen einzuschranken. Bei "Serverbetrieb" mit
Zugriffen von auBerhalb des lokalen Rechners sollte deshalb aus Sicherheitsgriinden die
Funktion aktiviert werden (=eine Authentifizierungsart ungleich "keine" wéhlen), um
sicherzustellen, dass keine unberechtigten oder maglicherweise béswilligen Clients Daten aus
ETR abfragen bzw. an ETR senden. "Zugriffe" kénnen entweder manuelle Anfragen von einem
physischen Nutzer (z.B. die Bedienung der Weboberflache) oder automatisierte Zugriffe eines
anderen Rechners (z.B. per REST-API) sein.

1.3.1 Authentifizierungsarten (Uberblick)

Konfigurierte
Authentifizierungsart

(in "application.yml") "keine" "yaml|"
Benutzerlogin erforderlich? D nein (v) ja
(anonymer Zugriff)
Art der Authentifizierung - "Basic Auth”
(nach )
Unterscheidung nach D nein Dia
Berechtigungen? (jeder Benutzer hat alle (per externer YAML-Datei
Berechtigungen) konfigurierbar)
unterstiitzt? € nein Dia

(per externer YAML-Datei
konfigurierbar)

;) Die bis einschlie3lich ETR 3.6.0 verwendete Authentifizierungsart mit Hilfe einer externen
".properties”-Datei ist ab ETR-Version 24.04 nicht mehr mdglich. Bestehende Installationen
sollten auf die Authentifizierungsart "yaml" umgestellt werden.

Zukunftig kann die Unterstitzung weiterer Authentifizierungsarten folgen.

1.3.2 Authentifizierungsart "keine"

Im Auslieferungszustand findet in ETR keine Authentifizierung der Zugriffe durch Clients statt
(jeder Benutzer hat alle Berechtigungen).

Das eingestellte Authentifizierungsverfahren unterhalb des Schliissels
"etr.sicherheit.authentifizierung" in der Konfigurationsdatei "application.yml" ist daher
standardmé&Rig auf "keine" gesetzt. Alle weiteren Einstellungen zur
Authentifizierung/Autorisierung werden ignoriert.

etr:
sicherheit:
authentifizierung: keine

Dieser Modus ist insbesondere fiir einfache lokale Installationen gedacht und * sollte nicht

verwendet werden, wenn ELSTER-Transfer auf einem Server betrieben wird und von
extern erreichbar ist.
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1.3.3 Authentifizierungsart "yaml"

Bei dieser Authentifizierungsart erfolgt die Hinterlegung der Benutzer, die auf ETR zugreifen
kénnen, zusammen mit weiteren Einstellungen in Form einer externen Datei im

. Diese Datei soll von einer privilegierten Person fortlaufend gepflegt werden (z.B. mit
einem Texteditor).

0 Es handelt sich nicht um die Konfigurationsdatei "application.yml", sondern um eine
zusatzlich zu erstellende YAML-Datei mit beliebigem Namen (empfohlene Dateiendung ".yml"
oder ".yaml"). Beide Dateien verwenden das gleiche Dateiformat (YAML), Dateiinhalt und
Struktur der Schlissel unterscheiden sich aber.

1) Die YAML-Datei muss mit passender Struktur im Dateisystem angelegt und mit den
bendtigten Daten befiillt werden. Mindestens 1 Nutzer mit technischer Rolle "ADMIN" sollte
konfiguriert werden, um die grundlegenden "Einstellungen” zu verwalten.

= Login-Namen, den die Clients beim Aufruf von ETR tbergeben, um sich zu
authentifizieren.
(z.B."beispielnutzer")

= Hashwerte der Passworter

(z.B. Hashwert
"$2y$12$L3941LUEav3mflaWvwAeCexCNEhcWNglSblwfpXvligeml457
CwPi2" zum Passwort "abc", welches der Benutzer z.B. beim Aufruf von ETR im
Webbrowser angibt)

e Passworter kdnnen bis zu 72 Zeichen lang sein. Aus Sicherheitsgriinden wird
empfohlen, komplexe Passworter mit mindestens 10 Zeichen Lange zu wéhlen.

e Zur Erzeugung der Passwort-Hashes muss das verwendet
werden. Die erzeugten Hashes werden dann in die Datei eingetragen, sodass die
Passworter nicht im Klartext lesbar sind.

¢ Dieses sichere Verfahren generiert bei mehrmaliger Ausfihrung fir ein und dasselbe
Passwort als Ausgangswert i.d.R. verschiedene Hashwerte. Dieses Verhalten ist im
Verfahren begriindet, dient zur Erhéhung der Sicherheit und stellt keinen Fehler dar.

= Berechtigungen (technische Rollen), mdglich sind:
e USER (=Vorgabewert)

= alle Berechtigungen der beiden folgenden Rollen
"USER_STEUERVERWALTUNG" und "USER_POSTFACH_2.0"

e USER_STEUERVERWALTUNG (=Teilmenge der Funktionen von "USER")

= Zugriff auf die Funktionen zum "Datenaustausch mit der
Steuerverwaltung" (Sende- und Abholauftrage)

e per Weboberflache
e per REST-API (nicht: CLI)

e je nach konfiguriertem jeweils Zugriff
entweder auf alle Datenséatze oder nur die der eigenen Gruppe
(+ Standardgruppe)

= kein Zugriff auf Postfach-2.0-Funktionalitat (Bereitstellung von
Dokumenten, Riickantworten im "Posteingang™)

e USER_POSTFACH_2.0 (=Teilmenge der Funktionen von "USER")
= kein Zugriff auf die Funktionen zum "Datenaustausch mit der
Steuerverwaltung” (Sende- und Abholauftrage)

= Zugriff auf Postfach-2.0-Funktionalitat (Bereitstellung von Dokumenten,
Ruckantworten im "Posteingang”)

e per Weboberflache
e per REST-API
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e je nach konfiguriertem jeweils Zugriff
entweder auf alle Datenséatze oder nur die der eigenen Gruppe
(+ Standardgruppe)

e ADMIN
= alle Funktionen der anderen technischen Rollen (USER, ACTUATOR,
CLI)
= Zugriff auf privilegierte Funktionen wie die System-"Einstellungen” (u.a.
ELSTER-Zertifikatsauswahl) und den "Konfigurationstest"
= Zugriff auf alle Datensatze, unabhangig vom
= Zugriff auf H2-Datenbank-Web-UI (falls per Konfiguration aktiviert)
¢ ACTUATOR

= Zugriff auf alle technischen Statusinformationen der Anwendung (URLs
unterhalb "/actuator/health™)

= aus Sicherheitsgriinden kein Zugriff auf andere Funktionen
(Weboberflache/REST-API)

¢ CLI = technisches Benutzerkonto mit erweiterten Berechtigungen zur Verwendung mit
dem ETR-Kommandozeilen-Client (CLI)

« O nurnoch aus Kompatibilitatsgriinden zur Verwendung mit dem
ETR-Kommandozeilen-Client benétigt, sollte flr Neuinstallationen ohne
CLI nicht mehr verwendet werden

= Das in der CLI-Konfigurationsdatei "cli.properties" (erstellt aus der
Beispieldatei "EXAMPLE-cli.properties") hinterlegte Benutzerkonto
muss bei aktivierter "yaml"-Authentifizierungsart dieser Rolle
zugeordnet werden, damit der CLI korrekt funktioniert.

= Name bzw. Token der — , welcher der Nutzer zugeordnet wird. Wird der
"Gruppen-Modus" aktiviert, dirfen Nutzer nur die Daten der gleichen Gruppe einsehen.

Die Versionsangabe im Kopf der Datei ("fileFormat") ist fiir spatere Erweiterungen vorgesehen
und in der aktuellen ETR-Version immer fest 1.

Die Rolle "USER" sollte nach Mdglichkeit auf die strengere Rolle
"USER_STEUERVERWALTUNG" oder "USER_POSTFACH_2.0" geandert/eingeschrankt
werden, sofern ein Benutzer nicht beide Funktionalitaten "Datenaustausch mit der
Steuerverwaltung” und "Postfach 2.0" bendtigt.

Nach den Vorgaben des YAML-Dateiformats gibt es grundsatzlich verschiedene gleichwertige
Maoglichkeiten, die enthaltenen Informationen zu kodieren/zu formatieren, um sie mehr oder
weniger platzsparend zu beschreiben. Zwecks Ubersichtlichkeit empfiehlt sich die "inline"-
Darstellung, d.h. Angaben zu einem Benutzer in jeweils 1 Zeile.
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fileFormat: 1
users:

# Beispiel 1: ADMIN-Benutzer mit Vollzugriff auf alle Daten und
Funktionen in ETR

- { login: "Super User", rolle: "ADMIN", credentials: { passwortHash:
"$2a$10$gX/3£feUx04rVRM]JBMDOZuD/ /vY9YHsmMs3Fn6yLuZwYkigBf8wH2" }, gruppe:
"Administratoren" }

# Beispiel 2: normaler Benutzer (Rolle "USER" ist explizit angegeben,
als "gruppe" wird ein extern generiertes Token verwendet)

- { login: "Hans.Mustermann", rolle: "USER", credentials: {
passwortHash:
"$2a$10STE£2GGkPbYfZBWIZbAsMtDenMt2w6t2GQs8h5TptGZ0wensfUL7W26" }, gruppe:
"{d0b401b8-2ef1-4a94-936a-d501b34c6569}" }

# Beispiel 3: normaler Benutzer (Rolle ist implizit "USER", als "gruppe"
wird ein sprechender Name verwendet)

- { login: "Mira.Bellenbaum@musterstadt.beispiel.de", credentials: {
passwortHash:
"$2a$10SLjWRzJIQyHQz3v2b0FDFORe44TjNGoac3gWISMNIQ/RgdyqdXKVnDi" }, gruppe:
"12/ABC Gemeinde Musterstadt" }

# Beispiel 4a: Benutzer, nur mit Berechtigung zum "Datenaustausch mit
der Steuerverwaltung" (und gleiche "gruppe" wie in Beispiel 3 - beide
Nutzer koénnen gegenseitig die von ihnen erfassten Sendeauftrdge einsehen)

- { login: "Lieschen.Mueller@musterstadt.beispiel.de", rolle:
"USER_STEUERVERWALTUNG", credentials: { passwortHash:
"$52a$10$6nM5mCyeTYRMMEF63jvHh.3Zxt7rrrutjgTq7.I14k/LwY0jjswziK" }, gruppe:
"12/ABC Gemeinde Musterstadt" }

# Beispiel 4b: Benutzer, nur mit Berechtigung fiir "Postfach 2.0"

(gleiche "gruppe" wie in Beispiel 3 - beide Nutzer kdnnen gegenseitig die
von ihnen erfassten Bereitstellungsauftrdge und zugehdrige Riuckantworten
einsehen)

- { login: "Lisa.Bonn@musterstadt.beispiel.de", rolle:
"USER_POSTFACH 2.0", credentials: { passwortHash:
"$2a$108Nxh6.jerBD50SD7WryfeP.aQqaWgIn8AjM8WsXYcvQDnbSNLDr2Qi" }, gruppe:
"12/ABC Gemeinde Musterstadt" }

# Beispiel 5: normaler Benutzer (als "gruppe" wird ein sprechender Name
verwendet, aber anders als in den Beispielen 3/4 - keine gegenseitige
Einsicht der Daten moglich)

- { login: "EMuAnGe29", credentials: { passwortHash:
"$2a$10$.tpl.5hKgHiVDg31PvOLNuLf4d/7p3D0QoaTmWw51342d4K0Um3su™ }, gruppe:
"08/XYZ Andere Gemeinde" }

# Beispiel 6: Technischer Benutzer mit "ACTUATOR"-Rolle ausschlieBlich
zur automatisierten Systemiberwachung (z.B.
https://<server>:<port>/actuator/health)

- { login: "monitoring", rolle: "ACTUATOR", credentials: { passwortHash:
"$52a$12SVb2XFcGeWW7ekoFyXV1 . X.gv3VadK7KMZQOxA. . I1f3p0P/a0OtmCFHO" }, gruppe:
"Monitoring" }

# Beispiel 7: Kommandozeilen-Client (CLI; nur zur Kompatibilitdt mit
alteren ETR-Installationen, "gruppe" passend zu den Beispielen 3/4
gewahlt)

- { login: "beispielnutzer", rolle: "CLI", credentials: { passwortHash:
"$2y$128Lj941LUEav3mflaWvwAeCexCNEhcWNglSblwfpXvlgeml457CwPi2" }, gruppe:
"12/ABC Gemeinde Musterstadt" }

Codeblock 2 Beispieldatei "EXAMPLE-users.ym|" mit ETR-Benutzerinformationen

Das kommentierte Beispiel veranschaulicht die Struktur der Datei. Eine entsprechende Datei
namens "EXAMPLE-users.yml|" wird aulRerdem in der Installation mitgeliefert (bei Docker-
Installationen per tar-Befehl ggf. aus dem Container auspacken). Sie kann als Vorlage fur die
produktive Installation dienen, wenn die Beispieldaten durch die wirklichen Daten ersetzt und
vervollstandigt werden.
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Hinweise zum YAML-Dateiformat

Je nach Anwendungsszenario kann aufgrund praktischer Gesichtspunkte
auch eine andere zuldssige Kodierung/Formatierung des YAML-Formats
als das hier gezeigte "inline"-Beispiel erfolgen. ETR setzt hierzu lediglich
voraus, dass die eingelesene Datei eine giltige -Syntax
aufweist. Die fur das YAML-Format standardisierten Vorgaben (u.a.
Einrickungen, Klammerung, zu schitzende Sonderzeichen) sind in jedem
Fall zu beachten.

Viele externe Werkzeuge, Datenbanken und Texteditoren bieten eine sehr
gute Unterstltzung fur das manuelle Bearbeiten von YAML-Dateien (u.a.
Syntax-Highlighting, automatische Validierung). Einige externe
Datenquellen bieten auch die Mdglichkeit an, YAML oder mit YAML
kompatible Datenformate (z.B. bestimmte JSON-Dialekte) tber
Konvertierungs- und Exportfunktionen zu erzeugen.

2) Die erzeugte YAML-Datei mit den hinterlegten Benutzerinformationen sollte in einem
Verzeichnis angelegt werden, das flr den Betriebssystem-Nutzer lesbar ist, mit dem ETR
gestartet werden soll.

= Es wird empfohlen, die Berechtigungen auf diese Datei auf Betriebssystemebene
moglichst restriktiv zu setzen, sodass der Zugriff méglichst nur durch die Anwendung
(ETR) sowie durch Personen, die mit der Pflege der Datei betraut sind, mdglich ist.

= Unter Docker kann die Datei (je nach Speicherort) beim Anlegen des Containers ggf. aus
einer externen Quelle in den Container gemappt werden.

3) In der "application.yml"-Konfigurationsdatei wird der Ablageort der erzeugten YAML-Datei
unter "etr.sicherheit.yaml.credentials-file-path" angegeben und zusétzlich die YAML-
Authentifizierung per "etr.sicherheit.authentifizierung" mit Wert "yaml" aktiviert:

etr:
sicherheit:
authentifizierung: yaml
yaml:
credentials-file-path: "C:\\Beispiel-Konfiguration\\ETR-
Nutzer.yaml"

4) Um ein definiertes Verhalten von ETR zu gewabhrleisten, muss die Anwendung, falls sie
bereits lauft, nach Anderungen an der "application.yml" oder in der YAML-Datei mit den
hinterlegten Benutzerinformationen neugestartet werden.

1.4 Einschrankung der Zugriffe anhand des Netzwerk-
Interfaces (der IP-Adresse)

Fir den Fall, dass ETR auf einem Server betrieben wird, der Uber mehrere Netzwerk-Interfaces
(bzw. IP-Adressen) zugreifbar ist, kann die Angabe eines konkreten Netzwerk-Interfaces (bzw.
einer konkreten IP-Adresse) erfolgen, sodass der Zugriff ausschlie3lich Gber diesen
Kommunikationsweg erfolgt. Uber die anderen Netzwerk-Interfaces (bzw. IP-Adressen) ist ETR
dann nicht zugreifbar. Dazu muss in der Konfigurationsdatei "application.yml" der Schlissel
"server.address" mit einer passenden IP-Adresse eingetragen werden.

Der Abschnitt "server" ist im Auslieferungszustand in der Konfigurationsdatei "application.yml"
bereits vorhanden (u.a. kann tber den Schlissel "server.port" der Port geandert werden). Der
bendtigte Schlussel "address" muss im vorhandenen Abschnitt neu eingefiigt werden. Die
Vorgaben des zu Einrlickungen und geschitzten Sonderzeichen sind
dabei zu beachten.

Beispiel mit IP-Adresse "192.168.50.9":
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server:
address: '192.168.50.9"

# ... hier folgen mit entsprechender Einriickung weitere Eintr&dge des
Abschnitts "server" wie "port", "ssl" usw.

1.4.1 Zulassige Werte

Es muss eine gultige IPv4- oder IPv6-Adresse eingegeben werden, die fir eines der auf dem
Server installierten Netzwerk-Interfaces (z.B. statisch oder per DHCP) vergeben ist. Die Angabe
von Multicast-Adressen ist nicht zulassig.

Um Probleme mit geschiitzten Sonderzeichen zu vermeiden wird empfohlen, die IP-Adresse
wie in den Beispielen angegeben zusatzlich in einfache Anflihrungsstriche/Apostroph-Zeichen
(') einzuschachteln. Diese zusétzlichen Anflihrungsstriche/Apostroph-Zeichen werden nicht als
Bestandteil der IP-Adresse interpretiert.

Beispiel-Werte fiir "server.adress":

IP-Adresse Beschreibung

'0.0.0.0" oder '::" ELSTER-Transfer lauscht auf allen lokalen
Adressen, sowohl IPv4 als auch IPv6 (welche der
beiden Schreibweisen gewéhlt wird, ist
unerheblich)

'127.0.0.1" Beschrankung des Zugriffs ber das sogenannte
" -Interface" auf d.h. nur das
System, auf dem ETR installiert ist, selbst.
Clients auf anderen Systemen (auch nicht im
lokalen Netzwerk) kénnen auf ETR nicht zugreifen.

1 IPv6-Variante fur (entspricht "127.0.0.1"
in IPv4)
'192.168.50.9' ELSTER-Transfer ist ausschlieRlich Gber das

Netzwerk-Interface mit der IPv4-Adresse
"192.168.50.9" erreichbar.
(In diesem Beispiel wird angenommen, dass einem
der Netzwerk-Interfaces auf dem Server, auf dem
ETR installiert ist, zuvor diese Adresse
"192.168.50.9" zugewiesen wurde.)
'2001:0db8:85a3:0000:0000:8a2e:0360' ELSTER-Transfer ist ausschlielich tiber das
Netzwerk-Interface mit der IPv6-Adresse
"2001:0db8:85a3:0000:0000:8a2e:0360"
erreichbar (analog zum vorherigen Beispiel, hier
mit IPv6-Adresse).
Als Standardwert, wenn kein anderer Wert angegeben ist, gilt die Bindung an "alle lokalen
Adressen” (analog zum Wert' "). Damit kdnnte von allen anderen Systemen, die einen
Netzwerkzugriff auf den Server haben, auf die ETR-Anwendung zugegriffen werden. Der
Remote-Zugriff ist allerdings im Default durch eine Filterung der Remote-IP-Adressen
unterbunden.

1.4.2 Alternativen

Alternativ zur Beschréankung des Zugriffs durch Konfiguration per "server.address” direkt in der
Anwendung kann die Zugriffsbeschréankung auch auf Infrastrukturebene im Netzwerk (z.B.
durch Konfiguration vorhandener Router, Firewalls, Reverse Proxies etc.) erfolgen.
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1.5 Betrieb hinter einem Reverse Proxy

1.5.1 Kontextpfad

ELSTER-Transfer unterstiitzt die Moglichkeit, den Kontextpfad, in welchem die Webanwendung
lauft, zu verandern. Standardmafig ist dieser leer, so dass die Startseite von ELSTER-Transfer
unter /start erreichbar ist. Wenn ELSTER-Transfer tiber eine Domain erreichbar sein soll,
Uber die mehrere Webanwendungen laufen, kann ein Kontextpfad in der
application.yml angegeben werden. Wird der Kontextpfad beispielsweise mit /etr
definiert, so kann die Startseite Uber /etr/start erreicht werden.

Anpassung in der application.yml:

server:
servlet:
context-path: /etr

Der Kontextpfad beginnt mit einem Schrégstrich "/* und darf nicht mit einem Schréagstrich
enden. Bitte beachten Sie, dass der Eintrag im Windows-Startmenii "ETR-Browser" mit dieser
Einstellung nicht mehr funktioniert und angepasst werden muss.

1.5.2 Auswerten der RFC 7239 Forwarded Headers

Damit ELSTER-Transfer stets zuverlassig den Hostnamen, unter welchem die Anwendung
aufgerufen wird, ermitteln kann, mussen bei einem Betrieb hinter einem Reverse Proxy die
Forwarded Headers ausgelesen werden.

Dies wird erreicht mit einer Anpassung in der application.yml:

server:
forward-headers-strategy: NATIVE

Weitere Informationen unter:

1.6 Gruppen-Modus

Ab ETR 24.04 besteht die Mdglichkeit, von bestimmten Gruppen von Benutzern bzw. Clients
erfasste Daten getrennt zu verarbeiten. Die Trennung der Daten erfolgt flr per Weboberflache
oder REST-API neu angelegte Sende- und Bereitstellungsauftrage bei aktivierter —

(Art der Authentifizierung ungleich "keine") automatisch, sofern in der Liste
der zulassigen Benutzer entsprechende Gruppeninformationen hinterlegt sind d.h. jedem
Benutzer/Client eine konkrete Gruppe zugewiesen wird. Auch bei den automatisch im
"Posteingang" abgeholten Rickantworten zu einem zuvor bereitgestellten Dokument (z.B.
einem Bescheid) versucht ETR, die Antworten dem urspriinglichen Dokument zuzuordnen und
die dort hinterlegten Gruppenzuordnung anzuwenden.

Nach welchen Kriterien die Gruppen gebildet werden und welche Information (Gruppenname,
organisatorische Bezeichner, Token usw.) zur Identifikation der Gruppen verwendet wird, ist
grundsatzlich vom jeweiligen Anwendungskontext abhangig und daher im Rahmen der
technischen Mindestanforderungen (Lange der Bezeichner min. 3 bis max. 255 Zeichen) frei
wahlbar. Ein haufiger Anwendungsfall ist die Trennung nach organisatorischen Merkmalen (z.B.
Behorden, Stellen, Gebietskérperschaften).

Abgesehen von den beschriebenen — gilt dabei die Regel:

= Die Vergabe gleicher Gruppennamen bzw. Gruppen-"Token" zu einem
Benutzer/Client ordnet in ETR die zugehoérigen Daten der gleichen Gruppe zu.
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1.6.1 Aktivieren/Deaktivieren des "Gruppen-Modus"

Ob bei Zugriff auf ETR per Weboberflache oder per REST-API die Daten nach Gruppen
unterschieden werden sollen, kann global per Konfiguration in der Datei
application. yml (Schlissel "etr.gruppenModus") eingestellt werden.

etr:
gruppenModus: gruppen token

Es gibt derzeit 2 Wahlmdglichkeiten.
Einstellung mit Wert "keine_gruppen" (dies ist die Vorgabe):

= "Gruppen-Modus" deaktiviert. Alle Benutzer konnen auf alle Daten zugreifen, unabhangig
von der Gruppenzuordnung der Daten und den Rollen/Berechtigungen der Nutzer/Clients.
Eine eventuelle trotzdem vorgenommene Gruppenzuordnung wird ignoriert.

= Dies entspricht dem Verhalten in &lteren ETR-Versionen.
Einstellung mit Wert "gruppen_token":

= "Gruppen-Modus" aktiviert. Bei jedem Zugriff per Weboberflache oder REST-API wird
gepruft und sichergestellt, dass jeder Benutzer/Client nur auf die Daten der ihm
zugeordneten Gruppe zugreifen kann. Datensatze, die anderen Gruppen zugeordet sind,
sind fur den jeweiligen Benutzer/Client nicht sichtbar. Dabei gibt es aber — .

= Dazu muss gleichzeitig die — konfiguriert und aktiviert sein. Dies
wird beim Start von ETR geprift und der Start ggf. abgebrochen.

= Allen Benutzern/Clients missen Gruppen zugeordnet sein (bei Verwendung der YAML-
Datei im Feld "gruppe” angegeben). Die angegebenen Gruppen sollten korrekt sein.

(In zukiinftigen ETR-Versionen kénnen ggf. weitere Arten der Unterscheidung von Gruppen
eingefuhrt werden.)

;) Wird der zuvor aktivierte Gruppen-Modus per Konfiguration durch Setzen des Werts
"keine_gruppen" wieder deaktiviert, bleiben die vorhandenen Gruppen-Zuordnungen fur die
bereits erfassten Datensatze in ETR erhalten. Lediglich bei der Abfrage der Daten wird das
jeweilige "Gruppen-Token" nicht mehr beriicksichtigt, d.h. allen Benutzern/Clients werden
immer alle Datenséatze ohne Unterscheidung nach "Gruppen-Token" angezeigt bzw.
zurlickgegeben. Auf diese Weise ist es mdglich, einen zunachst temporar deaktivierten
"Gruppen-Modus" spater wieder per Konfiguration zu reaktivieren, ohne dass die in ETR bereits
gespeicherten Gruppenzuordnungen verloren gehen.

1.6.2 Ausnahmen bei der Gruppenzuordnung

Zuordnung zur "Standardgruppe"”

Die Zuordnung von erstellten Sende- oder Bereitstellungsauftragen (sowie abgeholten
Ruckantworten zu diesen Auftragen) zu einer konkreten Gruppe kann in einigen Fallen nicht
automatisch erfolgen:

1. bei alteren Sende- oder Bereitstellungsauftragen, die vor ETR-Version 24.04 erstellt
wurden, oder zugehorigen Riickantworten

2. falls Auftrdge von Benutzern ohne Angabe einer Gruppe (in der YAML-Datei mit der
Liste der zulassigen Benutzer im Feld "gruppe") angelegt werden

¢ Dies ist nur moglich, wenn wéhrend des Anlegens eines Sende- oder
Bereitstellungsauftrags der Gruppen-Modus deaktiviert ist (d.h. die Einstellung
"keine_gruppen" verwendet wird).

¢ Bei aktiviertem Gruppen-Modus (Wert "gruppen_token") wird von ETR technisch immer
eine hinterlegte Gruppenzuordnung erzwungen. Fir neue Auftrage ist dieser Fall der
Zuordnung zur Standardgruppe damit ausgeschlossen.

3. bei Sende- oder Bereitstellungsauftragen, die Uber die Dateiimport-Schnittstelle
angelegt werden
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Um eine geordnete Weiterverarbeitung zu ermdglichen, werden die genannten Datensétze
einer "Standardgruppe" zugeordnet, auf die alle Benutzer Zugriff haben.

Benutzer mit ADMIN-Rolle

Benutzer mit ADMIN-Rolle erhalten implizit die Berechtigung, alle Daten einzusehen, ohne
Berlicksichtigung ihrer Gruppenzuordnung. Dies kann z.B. zur Problemanalyse niitzlich sein.

Neu angelegte Sende- oder Bereitstellungsauftrage (sowie abgeholten Riickantworten zu
diesen Auftragen) werden dagegen auch fiir Benutzer mit ADMIN-Rolle, wie fur alle Benutzer
Ublich, der in der YAML-Datei eingetragenen Gruppe zugeordnet. Andere Benutzer ohne
ADMIN-Rolle kdnnen daher die von einem Benutzer mit ADMIN-Rolle erzeugten Auftrage
einsehen, sofern ihnen explizit die gleiche Gruppe zugewiesen wird. Andernfalls sind diese
Daten nur fir andere Benutzer mit ADMIN-Rolle einsehbar.

Grundsatzlich wird empfohlen, fiir die Benutzer mit ADMIN-Rolle eine dedizierte Gruppe zu
verwenden z.B. eine Gruppe mit dem Namen "Administratoren” oder einem festen Token.
Aufgrund der mit der ADMIN-Rolle verbunden Privilegien sollten diese Benutzer dartber hinaus
nicht fur die normale Arbeit, sondern nach Mdoglichkeit ausschlieRlich fur technische und
organisatorische Arbeiten in ETR verwendet werden.

Nicht-Gruppenbezogene Funktionen

Die Einstellung des "Gruppen-Modus" hat keine Auswirkung auf tbergreifende Funktionalitat,
die nicht im Kontext eines konkreten Benutzers von ETR im Hintergrund ausgefihrt wird (z.B.
die in ETR integrierte Archivierungsfunktion).

1.6.3 Andere Arten der Zuordnung von Datensatzen

Im Kontext der "Datenabholung von der Steuerverwaltung" ist es technisch nicht ohne Weiteres
moglich, die abgeholten Dokumente (Downloads) konkreten Benutzer-"Gruppen” zuzuordnen.
Hintergrund ist, dass bei diesen Dokumenten vom Absender in der Regel keine weiteren
Informationen zur Adressierung mitgeliefert werden, die zur automatisierten Zuordnung zu
Benutzergruppen verwendet werden kénnen, und es sich auch nicht um Rickantworten mit
Bezug zu einem in ETR vorhandenen Dokument handelt.

Abhéngig von der konkreten Datenart und des Absenders der abgeholten Dokumente kann in
vielen Fallen versucht werden, eine Unterscheidung anhand fachlicher Metadaten (z.B. AGS =
Amtlicher Gemeindeschlussel) oder anhand des Dateinamens der abgeholten Nutzdaten im
Eingangsverzeichnis vorzunehmen.

1.7 Uberblick Uber die Sicherheitskonfiguration in ETR
(Zusammenfassung)

Zu den Themen "Remote-Zugriff, TLS-/SSL-Verschllisselung und Authentifizierung" kénnen
zusammenfassend folgende Einstellungen in der Datei INSTALL_DIR/config/application.yml
vorgenommen werden:

Konfigurationsschluss

el
(in Kurzschreibweise) Standardwert Beschreibung
etr.access.allowFrom '127\\dH\\d+\\d+|::1]0:0:0:0:  Regularer Ausdruck (in Java-

0:0:0:1" -Syntax), der definiert,
welche externen Hosts
(entweder IP-Adressen oder IP-
Adressbereiche, ggf. mehrere in
Kombination) Zugriff auf die
Anwendung erhalten sollen d.h.
freigeschaltet werden.
Der Vorgabewert schrankt den
Zugriff auf "localhost" ein.
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Konfigurationsschluss
el

(in Kurzschreibweise)
server.address

server.ssl.enabled

server.ssl.key-store

server.ssl.key-store-
password

Standardwert
'0.0.0.0'

false

(leer)

(leer)

Fortgeschrittene Konfiguration

Beschreibung
Einschrankung der Zugriffe
anhand des Netzwerk-
Interfaces (der IP-Adresse) flr
den Fall, dass ETR auf einem
Server betrieben wird, der tber
mehrere Netzwerk-Interfaces
zugreifbar ist.
Giltige IPv4- oder IPv6-
Adresse; der Vorgabewert steht
fur die Bindung an alle lokal
vorhandenen Netzwerk-
Interfaces.
false - Zugriff auf
Weboberflache zulassig per
HTTP (unverschlusselt)
true - Zugriff auf
Weboberflache zuléssig per
HTTPS (verschlisselt)
Bei Aktivierung von TLS/SSL ist
zu beachten, dass
1. die weiteren TLS/SSL-
Optionen (Installation
eines Zertifikats)
entsprechend
konfiguriert werden
mussen
2. der Kommandozeilen-
Client nicht verwendet
werden kann
Aktuell in ETR verwendetes
Sicherheitsprotokoll ist TLS 1.3
mit den unterstitzten Cipher-
Suiten
TLS_AES_128 GCM_SHA256
und
TLS_AES _256_GCM_SHA384
(siehe —

)
Pfad zu einer PKCS#12-

Schlisseldatei mit 6ffentlichem
und privatem Schlussel (z.B.
mein_zertifikat.p12) im
Dateisystem, deren Zertifikat als
Server-Zertifikat bei aktivierter
TLS-/SSL-Option verwendet
wird.

StandardmaRig leer, da
server.ssl.enabled
standardmaRig deaktiviert ist.
Zugehoriges Passwort beim
Zugriff auf die PKCS#12-
Schliisseldatei, die das Server-
Zertifikat enthélt. Da das
Passwort im Klartext
eingetragen wird, sollte der
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Konfigurationsschluss
el
(in Kurzschreibweise)

server.servlet.context-
path

etr.sicherheit.authentifizi
erung

Standardwert

keine

Fortgeschrittene Konfiguration

Beschreibung
Zugriff auf die Datei
application.yml im
Dateisystem aus
Sicherheitsgriinden
entsprechend beschrankt
bleiben.
StandardmaRig leer, da
server.ssl.enabled
standardmaRig deaktiviert ist.
Kontextpfad (als
Infix/Bestandteil der URL), unter
dem die ETR-Webanwendung
verfugbar gemacht wird.
StandardmaRig ist dieser leer.
Er kann aber z.B. im
Serverbetrieb fir die
Verwendung hinter Reverse-
Proxies an die jeweiligen
Erfordernisse angepasst
werden.
Steuert die Art der
Authentifizierung bei Zugriff
Uber die Weboberflache oder
REST-Schnittstelle.
Zulassige Werte:

> (Vorgabewert)

¢ Keine Authentifizierung
notwendig. Alle Zugriffe
erfolgen anonym.

o Es findet keine
Berechtigungs-
/Rollenprifung statt
(jeder Benutzer darf alle
ETR-Funktionen
nutzen)

¢ Fur alle Zugriffe auf
ETR z.B. per Web-
Oberflache wird eine
Authentifizierung per
"Basic Auth" (nach

Benutzername/Kennwor
t) verlangt.

¢ Erlaubte Login-Namen,
Hashwerte der
Passworter,
Berechtigungen,
zugeordnete
etc. sind in einer
externen Datei im
YAML-Format
hinterlegt.

¢ Die Angabe des
externen Dateipfads ist
unter
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Konfigurationsschluss
el
(in Kurzschreibweise)

etr.sicherheit.yaml.crede
ntials-file-path

etr.gruppenModus

Standardwert

(leer)

keine_gruppen

Fortgeschrittene Konfiguration

Beschreibung
"etr.sicherheit.yaml.cred
entials-file-path"
erforderlich.

Pfad zur externen YAML-

Konfigurationsdatei mit den

erlaubten Login-Namen,

Hashwerte der Passwdrter,

Berechtigungen, zugeordnetes

etc. im

Dateisystem.

Notwendig, wenn

“etr.sicherheit.authentifizierung”

auf den Wert "yaml" gesetzt

wurde.

Steuert, nach welchem Modus

die Nutzer/Clients Zugriff auf

gruppenspezifische

Informationen erhalten. Details

siehe — " "

Zulassige Werte:

= "keine_gruppen"
(Vorgabewert):
Gruppen-Modus
deaktiviert. Alle Daten sind
fur alle Nutzer/Clients
zugreifbar, unabhangig von
der Gruppenzuordnung der
Daten und den
Rollen/Berechtigungen der
Nutzer/Clients. Entspricht
dem Verhalten in &lteren
ETR-Versionen.

= "gruppen_token":
Gruppen-Modus aktiviert.
Die Einschrankung des
Zugriffs erfolgt durch
Bildung von
Benutzergruppen
(Zuordnung von
Gruppennamen bzw.
"Gruppen-Token"). Dazu
muss gleichzeitig die
Client-Authentifizierung
(Schlussel
"etr.sicherheit.authentifizier
ung") konfiguriert werden.
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2 Nutzereinstellungen (ELSTER-Zertifikat)
konfigurieren

Alternativ zum Formular "Einstellungen” (bei aktivierter Authentifizierung nur als Benutzer mit
"ADMIN"-Rolle zuganglich) kann die grundlegende Konfiguration der Anwendung 1:1 auch in
der Konfigurationsdatei application.yml im Abschnitt "etr.einstellungen" erfolgen.

Alle Anderungen an der application.yml werden erst nach einem Neustart von ELSTER-
Transfer angewendet.

Das Setzen der Nutzereinstellungen in der Konfigurationsdatei
application.yml erleichtert das Einrichten von Windows-Server-, Linux- und
Docker-Installationen von ELSTER-Transfer, die von mehreren Nutzern
verwendet werden. Fur die Windows-Desktop-Installation ist eine
Vorkonfiguration der Nutzereinstellungen nicht vorgesehen.

2.1 Aktivieren der Vorkonfiguration

Sobald in der Konfigurationsdatei unter INSTALL_DIR/config/application.yml das Zertifikat
hinterlegt ist, wird diese Einstellung aktiv und auch die anderen Nutzereinstellungen kénnen nur
noch Uber die Konfigurationsdatei gesetzt werden. Die Konfiguration tiber die Weboberflache ist
dann nicht mehr méglich und das Formular "Einstellungen™ beschrankt sich ausschlief3lich auf
die Anzeige.

Ausschlie3lich nur andere Nutzereinstellungen in der "application.yml" zu setzen (ohne das
Zertifikat festzulegen), ist nicht mdglich.

2.2 Ubersicht der Einstellungen

Einstellung Standardwert Beschreibung
etr.einstellungen.elsterZertifikat.d  (leer) Absoluter Pfad zu der ELSTER-
ateiPfad Zertifikatsdatei.

Um einen relativen Pfad zum
Datenverzeichnis anzugeben,
kann der Platzhalter
"${etr.datenverzeichnis}"
verwendet werden. Die
Verwendung von
Umgebungsvariablen ist ebenso
maglich.

Eingabe fur Windows z.B.:
"C:\\etr\\elster-
zertifikat.pfx"
"S{etr.datenverzeich
nis}/elster-
zertifikat.pfx"
"S$S{USERPROFILE}/elst
er-zertifikat.pfx"
(wobei 'USERPROFILE' eine

Windows-spezifische
Umgebungsvariable ist)
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Einstellung

etr.einstellungen.eingangsverzeic
hnis

etr.einstellungen.ausgangsverzei
chnis

etr.einstellungen.importverzeichni
s

etr.einstellungen.dateienNachUeb
ermittlungLoeschen

etr.einstellungen.intervalDauerauf
trag

etr.einstellungen.netz

Standardwert

"${etr.datenverzeichn
is}/eingang”

"${etr.datenverzeichn
is}/ausgang"

"${etr.datenverzeichn
is}/import"

false

10m

internet

Fortgeschrittene Konfiguration

Beschreibung

Eingabe fir Linux z.B.:
"/opt/ELSTER-
Transfer/etr/config/
elster-
zertifikat.pfx

Das Zertifikats-Passwort wird in
einer getrennten Datei
angegeben (Windows-Service:
config/etr-01.xml; Linux
config/secrets.env).

Optional; Die Angabe aktiviert
die Vorkonfiguration.
Absoluter Pfad des
Eingangsverzeichnisses.
Pflichtfeld, wenn
Vorkonfiguration aktiviert.
Absoluter Pfad des
Ausgangsverzeichnisses.
Pflichtfeld, wenn
Vorkonfiguration aktiviert.
Absoluter Pfad des
Importverzeichnisses.
Pflichtfeld, wenn
Vorkonfiguration aktiviert.
Option, ob die Originaldateien
von Datenuibermittlungen und
Bereitstellungen nach dem
Absenden aus dem
Ausgangsverzeichnis geldscht
werden sollen.

false — Dokumente bleiben
erhalten

true - Dokumente werden
gelbscht

Pflichtfeld, wenn
Vorkonfiguration aktiviert.
Intervall fur die Durchfiihrung
der Dauerauftrage.

Eingabe z.B. "1d" (Einmal
téaglich) oder "1h" (einmal
stuindlich) oder "30m" (alle 30
Minuten)

Pflichtfeld, wenn
Vorkonfiguration aktiviert.
Netz, dass verwendet wird, um
Netzwerkverbindungen
herzustellen.

internet -
Datenverbindungen tber das
regulére Internet

ndb - Datenverbindungen tiber
das Netz des Bundes (NdB-VN,
ehem. DOI-Netz)

Pflichtfeld, wenn
Vorkonfiguration aktiviert.
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Einstellung
etr.einstellungen.proxy.host

etr.einstellungen.proxy.port

etr.einstellungen.proxy.nutzernam
e

Standardwert
(leer)

(leer)

(leer)

Fortgeschrittene Konfiguration

Beschreibung

Host-Adresse oder IP-Adresse
des zu verwendenden
Proxyservers.

Falls kein Host eingetragen ist,
wird kein Proxyserver
verwendet.

Wird erst aktiv, wenn die
Vorkonfiguration aktiviert ist.
Port des zu verwendenden
Proxyservers. 'port' kann nur
bzw. muss immer zusammen mit
'host' verwendet werden.

Wird erst aktiv, wenn die
Vorkonfiguration aktiviert ist.
Nutzername fir die
Authentifizierung an dem
Proxyserver, falls notwendig.
Das Proxy-Passwort wird in
einer getrennten Datei
angegeben (Windows-Service:
config/etr-01.xml; Linux
config/secrets.env)

Wird erst aktiv, wenn die
Vorkonfiguration aktiviert ist.
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3 Angabe von Passwortern bei der

Konfiguration

Um sensible Passworter besser zu schiitzen, werden diese unabhangig von der
application.yml-Dateiin einer separaten Datei mit besonders eingeschréankten

Zugriffsrechten gespeichert.
Ubersichtstabelle maglicher Passwoérter in ETR:

Umgebungsvariable
ETR EINSTELLUNGEN ELSTERZERTIFIKAT
PASSWORT

ETR EINSTELLUNGEN PROXY PASSWORT

SERVER SSL KEY STORE PASSWORD

SPRING DATASOURCE PASSWORD

Beschreibung

Passwort fur das in der
‘etr.einstellungen.elsterZertifikat.d
ateiPfad'-Einstellung konfigurierte
ELSTER-Zertifikat, falls das
ELSTER-Zertifikat bereits in der
application.yml
vorkonfiguriert ist.

Weitere Information im Abschnitt
"Nutzereinstellungen (ELSTER-
Zertifikat) konfigurieren"
Passwort fur die Authentifizierung
am Proxyserver, der in
Einstellungen unterhalb
‘etr.einstellungen.proxy' per
Vorkonfiguration in der
application.yml konfiguri
ert wurde.

Weitere Information im Abschnitt
"Nutzereinstellungen (ELSTER-
Zertifikat) konfigurieren"
Passwort fur den Zugriff auf den
Keystore mit dem (SSL-/TLS-
)Web-Server-Zertifikat, welcher
unter der 'server.ssl.key-store'-
Einstellung in der
application.yml
konfiguriert wurde.

Weitere Information im Abschnitt
"Remote-Zugriff, SSL-
Verschlisselung und
Authentifizierung"

Passwort fur den
Datenbankbenutzer der ETR-
internen Datenbank mit
administrativen Berechtigungen.
Entspricht der bzw. Gibersteuert
die 'spring.datasource.password'-
Einstellung in der
application.yml. Details
zur Datenbankkonfiguration finden
sich auch in den Abschnitten
"Konfiguration" bzw. "Anbindung
externer Datenbanken".

bei Verwendung der internen H2-
Datenbank (Vorgabe)

Ein Standardpasswort ist
vorkonfiguriert. Dieses kann vor
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Umgebungsvariable Beschreibung
dem ersten Start von ETR nach
Wunsch geandert werden.
Eine spatere Anpassung ist
ebenfalls méglich, wenn das
Passwort in der dann bereits
existierenden H2-Datenbank
zusatzlich manuell geandert wird.
bei Verwendung einer externen
Datenbank (z.B. Postgres)
Zu dem in der in der
application.yml unter
'spring.datasource.username’
eingetragenen, vorab in der
externen Datenbank angelegten
und entsprechend berechtigten
Datenbanknutzer gehérendes
Passwort.

3.1 Windows (nur Server-Installation)

Wenn die Installation als Dienst unter Windows erfolgte, kdnnen die Passworter in der XML-
Konfigurationsdatei INSTALL_DIR/config/etr-01.xml der jeweiligen Dienst-Instanz angegeben
werden.

Hierfur wird das Passwort in die Vorlage eingetragen:

<env name="ETR EINSTELLUNGEN ELSTERZERTIFIKAT PASSWORT" value="mein-
sicheres-passwort"/>

3.2 Linux

Zum Speichern von Passwortern existiert unter Linux die Datei
INSTALL_DIR/config/secrets.env im Format einer (d.h. Angaben in
der Form "VARIABLE=WERT").

Die Datei wird von Systemd eingelesen, wenn der ETR-Service gestartet wird. Der Zugriff auf
die Datei ist auf den root-Nutzer beschrénkt.

ETR EINSTELLUNGEN ELSTERZERTIFIKAT PASSWORT=mein-sicheres-passwort

3.3 Docker

Unter Docker existiert die secrets.env-Datei analog, muss jedoch im Rahmen der
Installation manuell aus dem Archiv extrahiert werden (siehe "Handbuch Docker").

Die Datei wird unter /etc/etr-O1/secrets.env gespeichert und durch den Docker-Daemon bei dem
Start des ETR-Containers eingelesen. Der Zugriff ist auf den root-Nutzer beschrénkt.

ETR EINSTELLUNGEN ELSTERZERTIFIKAT PASSWORT=mein-sicheres-passwort
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Hinweis zur Reihenfolge der Konfigurationsschritte

Zum Erstellzeitpunkt des Docker-Containers missen die Passworter
bereits in der Datei secrets.env eingetragen sein. Ein neuer Docker-
Container sollte daher erst nach Setzen aller Passworter erstellt werden.
Sollte der Docker-Container bereits vorhanden sein (z.B. im Fall einer
Update-Installation), muss bei Anderungen eines Passworts der
vorhandene Container entfernt und neu erstellt werden.

Angabe von Passwadrtern bei der Konfiguration — 23



Fortgeschrittene Konfiguration

4 Andern des Benutzerpassworts einer
bestehenden H2-Datenbank

Abgrenzung: Externe Datenbanken

Die Beschreibungen in diesem Abschnitt sind flir externe Datenbanken
(z.B. Postgres) nicht zutreffend. Dort erfolgt die Verwaltung der Login-
Benutzer (inkl. des Ricksetzens der Passworter) im Unterschied zur
integrierten H2-Datenbank durch den jeweiligen Datenbankadministrator.

Standardmafig verwendet ETR eine dateibasierte H2-Datenbank im
Anwendungsdatenverzeichnis zur Speicherung der internen Daten. Diese H2-Datenbank wird
beim ersten Start von ETR angelegt und mit einem Standardpasswort versehen, sofern dieses
in der application. yml-Konfigurationsdatei nicht nach der abgeschlossenen Installation
nach Wunsch abgeandert wurde (siehe Abschnitt "Konfiguration™).

Die Anderung des Passworts ist auch nachtraglich moglich, indem das neue Passwort
gleichzeitig

= in die jeweilige Konfigurationsdatei eingetragen wird (und dabei das vorherige Passwort
ersetzt)

= in der bestehenden H2-Datenbank per SQL-Befehl gedandert wird (siehe folgender
Abschnitt)

Das bisherige Passwort des Datenbanknutzers muss dabei bekannt sein (entweder das
konfigurierte Standardpasswort oder das zuvor nach der Installation nach Wunsch abgeénderte
Passwort).

4.1 Manuelle Passwortanderung tiber H2-Konsole

Voraussetzungen:

= ETR muss installiert und lauffahig sein. Ob die Systemeinrichtung abgeschlossen wurde
(ELSTER-Zertifikat entweder per "Einstellungen” oder per Vorkonfiguration in
"application.yml" hinterlegt), spielt keine Rolle.

= falls die Nutzerauthentifizierung aktiviert wurde (“etr.sicherheit.authentifizierung" ist z.B.
"yaml"):
ein Nutzer mit "ADMIN"-Rolle muss definiert worden sein

= zu Beginn ist das alte Passwort noch konfiguriert
= der ETR-Dienst ist zunachst beendet
Vorgehensweise:

1. Inder application.yml-Datei die H2-Konsole aktivieren:

spring:
h2:
console:
# aktiviert die h2-Konsole
enabled: true
# ermdglicht Remote-Zugriff auf die h2-Konsole, wird nur fir
die Docker-Variante von ETR bendtigt
settings:
web-allow-others: true

Codeblock 3 application.yml (Auszug): H2-Konsole aktivieren

2. ETR-Dienst starten — z.B. die Startseite lasst sich 6ffnen
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3. H2-Konsole ( ) 6ffnen.
Wenn per "application.yml" die Nutzerauthentifizierung aktiviert ist, muss der Login an
der Weboberflache mit einem Nutzer mit "ADMIN"-Rolle erfolgen.

| English V| Preferences Tools Help
Saved Settings: | Generic H2 (Embedded) W |
Sefting Name: |Generi|: H2 (Embedded) | Save | Remove
Ciriver Class: |nrg.h2.Driuer |
JOBC URL: |jdbc:h2:ﬁ|e:C:1Usersﬁ.hmustermann".Dm:umentsﬁ.ELSTE|
User Name: |5;3 |

Password: | |

Connect| |TestConnection

o (optional) die Sprache der H2-Konsole kann tiber die Auswabhlliste oben links auf
"Deutsch" gedndert werden

4. JDBC URL prifen: die URL sollte den Dateipfad zur h2 Datenbank-Datei beinhalten,
jedoch ohne Dateiendung.

¢ Die URL wird ebenfalls beim Start von ETR bei aktivierter H2-Konsole in die Logdatei
geschrieben. Der Logeintrag startet mit "H2 console available at:".

¢ Beispiel-URL (Linux):
Jjdbc:h2:file:/home/etr/elster-
transfer/daten/elstertransfer

¢ Beispiel-URL (Windows Desktop-Installation):
Jdbc:h2:file:C:\Users\hmustermann\Documents\ELSTER-
Transfer\daten\elstertransfer

¢ Beispiel-URL (Windows Server-Installation):
jdbc:h2:file:C:\Users\etr-service-
user\Documents\ELSTER-Transfer\etr-
0l\daten\elstertransfer

5.  Anmeldungsinformationen eingeben und "Test Connection" klicken — "Test successful"
erscheint

Test successful

¢ "User Name" ist fir ETR standardmaRig "sa" (=Benutzer mit administrativen
Berechtigungen u.a. fur Ausfihrung Liguibase-Migration)

¢ "Password" ist noch das alte Passwort (ggf. das Standardpasswort, falls nicht
abweichend gesetzt)

6. "Connect" klicken — eine SQL-Eingabeoberflache erscheint
7. ALTER USER SET PASSWORD zur Passwortanderung zusammen

mit dem neuen Passwort eingeben, danach [V "Run” klicken
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ALTER USER sa SET PASSWORD 'neuesPasswort'

Codeblock 4 Beispiel: ALTER USER SET PASSWORD

1. — Bestatigung erscheint (ggf. mit Ausfiihrungszeit, wg. DDL keine geénderten
Datensatze), keinesfalls aber eine Fehlermeldung

ETR-Dienst beenden

inder application.yml-Datei die H2-Konsole wieder deaktivieren (Anderung
aus Schritt 1 zurlicknehmen)

neues Passwort in die Konfiguration eintragen und speichern, je nach
Betriebssystem/Installationsart

8.
9.

10.

a.

Windows-Desktop:

inder application. yml-Datei unter "spring.datasource.password" das
bestehende alte Passwort ersetzen (falls zuvor explizit ein Passwort
konfiguriert war) oder das neue Passwort zusétzlich eintragen und zugleich die
Option einkommentieren (falls zuvor das Standardpasswort verwendet wurde)
Windows-Server:

in der Dienst-Konfigurationsdatei (z.B. "etr-01.xml") unter der
Umgebungsvariable "SPRING_DATASOURCE_PASSWORD" das bestehende
alte Passwort ersetzen

Linux/Docker:

in der secrets.env-Datei unter der Umgebungsvariable
"SPRING_DATASOURCE_PASSWORD" das bestehende alte Passwort
ersetzen. Nur unter Docker muss zusatzlich der Container entfernt und neu
erzeugt werden, damit die Anderungen der secrets . env-Datei

angewendet werden.

11. ETR-Dienst neu starten — keine Fehler im Logfile beim Start
12. Prifung: Startseite von ETR lasst sich normal 6ffnen und bedienen
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5 Anbindung externer Datenbanken

Standardmafig verwendet ETR eine dateibasierte H2-Datenbank im
Anwendungsdatenverzeichnis zur Speicherung der internen Daten.

Alternativ ist auch die Nutzung folgender externer, auf einem dedizierten Server installierter
Datenbanksysteme méglich:

Unterstilitzes Datenbanksystem Mindestversion
H2 (auf ) >=2.3.230
Postgres >=16

Fur diese Datenbanksysteme werden entsprechende Treiber in ETR mitgeliefert. Zukiinftig
kénnen weitere Datenbanksysteme folgen.

Die Installation und Wartung der externen Datenbank (z.B. Erstellen von Backups,
Aktualisierungen des Datenbanksystems, Verwaltung von Zugriffsrechten und Speicherplatz)
muss durch eine Datenbankadministrator auf3erhalb von ETR erfolgen.

Bekannte Einschrankungen bei Verwendung externer

Datenbanksysteme

2 ETR erstellt kein automatisches Backup fur externe Datenbanken (eine
entsprechende Warnung wird beim Anwendungsstart ausgegeben).
Hierflr ist bei externen Datenbanken der Datenbankadministrator
zustandig.

=+ Die Datenibernahme zwischen einer ETR-internen H2-Datenbank und
externen Datenbanksystemen wird derzeit nicht ausdricklich
unterstitzt. Im Rahmen des Handbuchs wird davon ausgegangen, dass
externe Datenbanken neu installiert werden.

5.1 Voraussetzungen

Die bendtigten (noch leeren) Datenbanken und zugehdrige Login-Benutzer mit entsprechenden
Berechtigungen missen vorab vom Datenbankadministrator angelegt werden, damit ETR diese
nutzen kann.

Bendtigt wird mindestens:

= 1 Login-berechtigter Nutzer

= mit Vollzugriff auf 1 Datenbank-Instanz / 1 Schema, zur ausschlieRlichen Verwendung
durch die jeweilige ETR-Installation

Verschiedene ETR-Installationen auf der gleichen externen Datenbank-Instanz (mit gleichem
Schema / gleicher JDBC-URL) zu betreiben wird derzeit nicht unterstitzt.

5.2 Konfiguration

Um eine externe Datenbank fir ETR zu verwenden, ist es notwendig, die Standardkonfiguration
von ETR im Abschnitt "spring.datasource" der application. yml-Konfigurationsdatei
(und ggdf. zugehdorige Dateien) anzupassen. Die Kommentarzeichen von im Standard
auskommentierten Konfigurationsschlisseln sind dabei zu entfernen.

= "username" = Name des Datenbanknutzers mit administrativen Berechtigungen auf dem
Zielschema (u.a. fiir Datenbank-Updates/-Migrationen)

= "password" = nur bei Desktop-Installationen (s.u.): das zum Datenbanknutzer 'username'
gehdrende Passwort
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= "url" = die konkrete , beginnend mit Préafix "jdbc:"
Beispiel fur eine Desktop-Installation (Auszug einer application. yml-Konfiguration):

spring:
datasource:
# Name des Datenbanknutzers mit administrativen Berechtigungen auf
dem Zielschema (u.a. fir Datenbank-Updates/-Migrationen)
username: etr nutzer
# zum Datenbanknutzer 'username' gehorendes Passwort
password: meln geheimes Passw@rt

### Optionen nur relevant fiir externe Datenbanken (z.B. Postgres)

#H#
url: jdbc:postgresqgl://localhost:5432/etr daten

. Im Unterschied zu Desktop-Installationen wird bei Windows- oder Linux-Server-
Installationen das Passwort des Datenbanknutzers aus Sicherheitsgriinden als
Umgebungsvariable "SPRING_DATASOURCE_PASSWORD" in einer separaten Datei
gespeichert, auf die nur ein eingeschrankter Zugriff mdglich ist.

= Windows: in der jeweiligen Dienst-Konfigurationsdatei (z.B. "etr-01.xml")

= Linux (inkl. Docker): in der Datei "secrets.env" (neben der application.yml im

gleichen Ordner)
Weitere Informationen im Abschnitt "Angabe von Passwortern bei der Konfiguration™.
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6 Abrufmoglichkeit von "Health"-
Zustandsinformationen

Systemvoraussetzung
Diese Funktionalitat erfordert ELSTER-Transfer Version 2.2.0 (oder
hoher).

Der aktuelle Zustand der ETR-Anwendung kann per HTTP-GET-Operation abgefragt werden.
= Aus Sicherheitsgriinden werden standardmafig fur solche Abfragen keine weiteren Details
zurlickgeliefert.

= Fur die Interpretation der JSON-Datagramme in den Riickgaben gelten die
zu Syntax und Kodierung.

= In der Anwendungskonfiguration (Datei application.yml) vorgenommene

Einstellungen (z. B. SSL/TLS, HTTP-Authentifizierung, abweichende Kontext-Pfade etc.)
werden im Health-Check bertcksichtigt.

= Wenn der ETR-Dienst nicht oder wegen schwerwiegender Fehler nicht erfolgreich gestartet
ist, wird keine Antwort zuriickgeliefert (der Client erhalt i.d.R. ein Timeout).

Damit soll auf einfache, standardisierte Weise die Automatisierung der betrieblichen
Zustandsiiberwachung mit Hilfe entsprechender Drittanbietersoftware erméglicht werden.

6.1 Mogliche Ergebnis-Statuswerte

Die Status-Indikation besteht aus einem HTTP-Status-Code im Header und einem JSON-
Datagramm im Body der HTTP-Antwort (siehe auch Beispiele unten):

= UP (HTTP-Statuscode 200)

= DOWN (HTTP-Statuscode 503)

= WARNING (HTTP-Statuscode 200)

= UNKNOWN (HTTP-Statuscode 200)

Alle weiteren Statuscodes (z. B. 401 und 403 bei aktivierter Authentifizierung) sind geman
HTTP-Standard zu verstehen und beziehen sich technisch auf die Ausfihrung des Health-
Checks selbst.

6.2 Beispiele fur Anfragen

Systemspezifische Anpassung

Die in den nachfolgenden Beispielen angegebene Basis-URL

" " muss durch das jeweilige system-spezifische Préfix
(Protokoll HTTP vs. HTTPS, konkreter Host- oder DNS-Name, ggf.
Kontextpfad) ersetzt werden.

6.2.1 Einfache Abfrage, ob der ETR-Dienst ordnungsgemalf
gestartet wurde

URL:
Ruckgabe (Beispiel):
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{
"status": "UP"

}

Wenn der ETR-Dienst ordnungsgemal gestartet ist, wird unter angegebener URL immer dieser
Ruckgabewert mit HTTP-Statuscode 200 (als Konstante) zuriickgegeben.

6.2.2 Spezielle Abfragen zu einzelnen ETR-Komponenten

URL

(ab ETR Version 3.1)

Art der Prufung
Erreichbarkeit der
Eingangsserver
(ERIClet):
HTTPHead mit
Clientzertifikat
Erreichbarkeit
Update-
/Download-Server:
HTTPHead

Erreichbarkeit
Datenabholungsse
rver:

HTTPHead

Proxy-Server
(sofern
konfiguriert):
akzeptierender
Socket

Prufung auf
Aktualitat der
installierten ETR-
Version:
Versionsnummer

Eingangsverzeichn
is:
Verzeichnisprifun
g
Ausgangsverzeich
nis:
Verzeichnisprifun
g

Import-
Verzeichnis:
Verzeichnisprifun
g

internes
Datenverzeichnis:
Verzeichnisprifun
g

Verzeichnis, in das
(falls aktiviert) die
Archivierung
erfolgt:

Mogliche Statuswerte
UP: mind. ein
Eingangsserver ist
erreichbar

DOWN: Verbindungstest
fehlgeschlagen

UP: erreichbar

DOWN: Verbindungstest
fehlgeschlagen
UNKNOWN: falls das
"Netz des Bundes" (NdB)
konfiguriert ist

UP: erreichbar

DOWN: Verbindungstest
fehlgeschlagen
UNKNOWN: falls das
"Netz des Bundes" (NdB)
konfiguriert ist

UP: erreichbar

DOWN: aktiviert &
Verbindungstest
fehlgeschlagen
UNKNOWN: nicht aktiviert
UP: installierte Version ist
aktuell

WARNING: installierte
Version nicht aktuell
UNKNOWN: falls das
"Netz des Bundes" (NdB)
konfiguriert ist

UP: existiert; schreibbar
DOWN: Test
fehlgeschlagen

UP: existiert; schreibbar
DOWN: Test
fehlgeschlagen

UP: existiert; schreibbar
DOWN: Test
fehlgeschlagen

UP: existiert; schreibbar
DOWN: Test
fehlgeschlagen

UP: existiert; schreibbar
DOWN: Test
fehlgeschlagen
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http://localhost:8081/actuator/health/archivDirectory
http://localhost:8081/actuator/health/archivDirectory

URL

(ab

ETR Version 3.3)

Art der Prufung
Verzeichnisprufun
g

Abfrage des
internen
Unterbrechungszu
stands der
Hintergrund-
Auftragsverarbeitu
ng nach zuvor
eingetretener
Uberlastungssituat
ion des
Datenannahmeser
vers

Prufung der
konfigurierten
Zertifikatsdatei
(ELSTER-
Zertifikat)
Prufung auf
bestehende
Berechtigungen
(ELSTER-Konto)
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Mdogliche Statuswerte
UNKNOWN: falls bei
deaktivierter Archivierung
kein Archivverzeichnis
konfiguriert wurde (z.B. die
YAML-Einstellung
"etr.archivierung.dateiPfad
Schema" leer ist)

UP: die Ausfiihrung von
Sende- und
Bereitstellungsauftragen
normal funktioniert
WARNING: die
Ausfuhrung von Sende-
und
Bereitstellungsauftragen
wurde wegen Uberlastung
des Datenannahmeservers
(ERIClet) temporar
unterbrochen, wird aber
nach Ablauf der
konfigurierten (oder
vorkonfigurierten) Dauer
automatisch fortgesetzt
UP: glltiges Zertifkat ist
konfiguriert

DOWN: Kein Zertifkat
konfiguriert, abgelaufen
oder nicht entschlisselbar
UP: es wurde mindestens
eine Berechtigung zum
Datenaustausch erteilt
DOWN: keine
Berechtigungen zum
Datenaustausch

6.2.3 Zusammengefasste Ubersicht aller Zustandsinformationen

URL:

Rickgabe (Beispiel):

{

"status": "UP",
"components": {
"archivDirectory": ({
"status": "UNKNOWN"
s
"ausgangsDirectory":
"status": "UP"
bo
"berechtigungen": {
"status": "UP"
s
"certificate": {
"status": "UP"
bo
"datenDirectory": {
"status": "UP"
b
lde": {

"status": "UP"

{
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bo

"diskSpace": {
"status": "UP"

b

"eingangsDirectory": {
"status": "UP"

bo

"eldas": {
"status": "UP"

b

"ericlet": {
"status": "UP"

bo

"importDirectory": {
"status": "UP"

}y

"pil’lg": {
"status": "UP"

s

"proxy": {
"status": "UNKNOWN"
b
"update": {
"status": "UP"
b
"updateServer": {
"status": "UP"
}
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[/ Fortgeschrittene Einstellungen zu
Performance und Parallelisierung

Im Folgenden sind erweiterte Konfigurationsschliissel beschrieben, die das technische
Verhalten der Anwendung beeinflussen. Sie kénnen zur Optimierung insbesondere fiir
besonders kleine oder besonders grolRe Installationen angepasst werden.

7.1 Allgemeine Hinweise zu Performance- und
Parallelisierungseinstellungen

Fortgeschrittene Konfiguration - Wichtiger Hinweis

Anpassungen der folgenden Performance- und
Parallelisierungseinstellungen, die von den Standardwerten im
Auslieferungszustand abweichen, kdnnen unter Umstanden starke
(positive oder negative) Auswirkungen auf die Stabilitat und das
Lastverhalten der Anwendung haben. Sie sollten daher nur von mit dem
Betrieb der Anwendung erfahrenen Personal und zunachst unter
Beobachtung des Betriebszustands der Anwendung vorgenommen
werden, bis in Abhangigkeit der betrieblichen Rahmenbedingungen eine
fur die konkrete Installation optimierte und stabile Konfiguration gefunden
wurde.

Sollten nach Konfigurationsanpassungen Probleme festgestellt werden,
die den produktiven Betrieb beeintrachtigen, wird empfohlen, zeitnah die
Standardkonfiguration (Auslieferungszustand) wiederherzustellen.

Alle in diesem Kapitel angegebenen Konfigurationsschliissel sind im Auslieferungszustand in
der Datei "application.yml|" nicht enthalten, sodass eine implizite "Standardkonfiguration" mit
den in den Tabellen angegebenen Werten angewendet wird. Diese Standardkonfiguration ist so
gewahlt, dass sie fur die meisten Anwendungsszenarien einen effizienten, stabilen Betrieb
ermoglicht.

Bei Konfigurationsanpassungen, die von dieser Standardkonfiguration abweichen, mussen die
Konfigurationsschliissel mit passender Strukturierung in die entsprechenden Abschnitte der
Datei "application.yml" neu eingefuigt werden. Die Vorgaben des zu
Einrickungen und geschutzten Sonderzeichen sind dabei zu beachten.

Einige Konfigurationsschlissel (z.B. mit Préfix "spring” oder "datasource") beziehen sich auf die
Konfiguration von Drittanbieterkomponenten (z.B. Datenbank, integrierter Webserver), die in
ETR integriert sind oder zusammen mit ETR ausgeliefert werden. Wenn notwendig, wird auf die
jeweilige Dokumentation des Herstellers oder Distributors verwiesen.

7.2 Konfiguration des Datenbankverbindungspools

7.2.1 Konfigurationsschlissel "spring.datasource.hikari.maximum-

pool-size"
Definiert die maximale Anzahl der gleichzeitig von ETR verwendeten Datenbankverbindungen.
Je héher der eingestellte ist, desto mehr gleichzeitige

Datenbankverbindungen werden benétigt.
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Da ETR die Datenbankverbindungen dynamisch nur bei Bedarf herstellt und in einem "Pool"
zwischenspeichert, wird der angegebene Maximalwert nur bei entsprechender Last erreicht.
Datenbankverbindungen werden automatisch wieder freigegeben, wenn sie innerhalb einer
Zeitspanne (siehe ) nicht bendtigt
werden.

Was bewirkt eine Erhéhung?

= Es werden mehr Ressourcen der Datenbank bendtigt.

¢ Im Auslieferungszustand verwendet ETR eine integrierte dateibasierte H2-Datenbank.
Die Erh6hung des Ressourcenbedarfs der Datenbank erhdht daher den
Ressourcenbedarf des laufenden ETR-Diensts.

e Falls eine externe Datenbank (z.B. Postgres) fir ETR konfiguriert ist, muss diese
(ressourcentechnisch und lizenztechnisch) in der Lage sein, die benétigte Anzahl an
gleichzeitigen Verbindungen fir ETR bereitzustellen.

Was bewirkt eine Verminderung?

= Ist der Wert zu niedrig, mussen bei vielen gleichzeitigen Datenbankanfragen (hohe Last)
diese im "Pool" ggf. zunachst kurz warten. Dieser Fall fihrt zu Verzégerungen,
beeintrachtigt aber die Stabilitdt des Systems nicht.

= Sobald der Wartevorgang das
Uberschreitet, treten u.U. technische Fehler auf, die zum Abbruch der Verarbeitung fuhren
("Unable to acquire JDBC Connection"). Ein Wert, der deutlich unter der
Standardkonfiguration (Auslieferungszustand) liegt, sollte daher vermieden werden.

7.2.2 Konfigurationsschlissel
"spring.datasource.hikari.connection-timeout"

Steuert die maximale Zeitspanne (Angabe in Millisekunden), die beim Datenbankzugriff auf eine
verfugbare Datenbankverbindung aus dem Pool gewartet wird.

Das Watrten tritt ein z.B. wenn
= zur VergroRerung des Verbindungspools eine weitere Verbindung mit einem externen
Datenbankserver (z.B. Postgres) hergestellt werden muss

= wegen einer anderen parallelen Verarbeitung datenbankseitig eine angeforderte
Ressource temporar belegt/gesperrt ist

= die Datenbank ausgelastet ist
Was bewirkt eine Erh6hung?

= Erhoht die Systemstabilitat bei Lastspitzen, da Datenbankoperationen mehr Zeit zur
Ausfuhrung erhalten, bevor sie sicherheitshalber abgebrochen werden.

= Im Gegenzug kann dies zu langeren Ausfiihrungszeiten fihren, da die Anzahl der
Verbindungen im Pool begrenzt ist, was die Wartezeiten fir andere gleichzeitige
Anfragen/Operationen erhdhen kann.

= Der Wert fur die Anzahl
Datenbankverbindungen kann ggf. etwas niedriger ausfallen, um Ressourcen der
Datenbank zu sparen.

Was bewirkt eine Verminderung?

= Ausflihrungszeiten der Datenbankoperationen werden tendenziell verringert, was
allerdings zum vorzeitigen Abbruch von Datenbankoperationen mit einem technischen
Fehler fihren kann ("Unable to acquire JDBC Connection"). Ein Wert, der deutlich unter
der Standardkonfiguration (Auslieferungszustand) liegt, sollte daher vermieden werden.

= Der Wert "0" bewirkt als Spezialfall, dass Datenbankverbindungen im Verbindungspool
dauerhaft belegt werden kénnen. Diese Konfiguration wird nicht empfohlen.
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7.2.3 Konfigurationsschlissel "spring.datasource.hikari.idle-
timeout"

Steuert die maximale Zeitspanne (Angabe in Millisekunden), nach der nicht benétige
Datenbankverbindungen aus dem "Pool" bis auf Weiteres wieder freigegeben werden.

Was bewirkt eine Erhéhung?

= Latenzen beim Datenbankzugriff kdnnen sich verringern, weil Datenbankverbindungen
nicht neu hergestellt werden missen. Dieser Effekt tritt nur kurzzeitig bei Lastwechsel von
wenig auf viel Last ein.

= Anwendungsseitig offen gehaltene Datenbankverbindungen belegen Ressourcen der
Datenbank, daher werden bei mehr gleichzeitigen Verbindungen dauerhaft tendenziell
mehr Datenbankressourcen benétigt.

Was bewirkt eine Verminderung?

= Latenzen beim Datenbankzugriff kénnen sich erhéhen, weil zuvor geschlossene
Datenbankverbindungen bei spaterer Erhéhung der Last wieder neu hergestellt werden
mussen.

= Der Wert "0" bewirkt als Spezialfall, dass temporéar nicht benétigte Datenbankverbindungen
nie freigegeben werden. Diese Konfiguration wird nicht empfohlen.

7.2.4 Wertebereich-Matrix

Standardkonfigurat Link zur
ion Dokumentation des
mi  (Auslieferungszust Herstellers/Distribu

Konfigurationsschlussel n. and) max.  tors
spring.datasource.hikari.maxi 1 30 beliebi —
mum-pool-size! g
spring.datasource.hikari.conn 0 30000 beliebi
ection-timeout g
spring.datasource.hikari.idle- 0 30000 beliebi
timeout g

1) Der angegebene Wert muss vom Datenbankserver unterstiitzt werden, falls eine externe
Datenbank (z.B. Postgres) verwendet wird.

7.3 Konfiguration des integrierten HTTP-Webservers (Web-
GUI, REST API)

7.3.1 Konfigurationsschlissel "server.tomcat.threads.min-spare"

Definiert die Mindestgrof3e des Thread-Pools fir eingehende HTTP-Requests (Web-GUI und
REST API) des in ETR integrierten Apache-Tomcat-Webservers. Mindestens die angegebene
Anzahl an Threads wird auch in Niedriglastsituationen untétig im Pool gehalten, wenn nicht
ausreichend eingehende HTTP-Request eintreffen.

Sollte kleiner oder gleich sein.

7.3.2 Konfigurationsschlissel "server.tomcat.threads.max"

Definiert die maximale Grof3e des Thread-Pools fur eingehende HTTP-Requests (Web-GUI und
REST API) des in ETR integrierten Apache-Tomcat-Webservers.

Die tatsachliche GroéRRe des Thread-Pools wird von ETR zur Laufzeit automatisch angepasst:
Bis zum angegebenen Maximalwert viele Threads werden erzeugt, sobald sie bendtigt werden.

Abgrenzung: Die Verarbeitung von grél3eren und potenziell langlaufenden Downloads erfolgt
stattdessen "asynchron" in einem —
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Sollte grol3er oder gleich sein.

7.3.3 Konfigurationsschliissel "server.tomcat.accept-count”

Maximale Warteschlangenlénge fiir eingehende HTTP-Requests (Web-GUI und REST API), fur
den Fall, dass der Thread-Pool des integrierten Webservers bereits voll ausgelastet ist.

Uberzahlige HTTP-Requests, die keinen Platz in der Warteschlange finden (=Uberlastsituation),
werden aus Sicherheitsgriinden auf Socket-Ebene abgewiesen.

7.3.4 Konfigurationsschlissel "etr.http-server.async.core-pool-size"

Definiert die Mindestgrof3e des Thread-Pools, der zur Verarbeitung von "asynchronen” HTTP-
Anfragen dient. ETR behandelt per Web-GUI oder REST API eingehende HTTP-Anfragen nur
"asynchron" bei potenziell lang dauernden Download-Vorgangen d.h.

= Herunterladen von Eingangsdateien im Webbrowser (Web-GUI)

= Herunterladen von Eingangsdateien per REST API (URL-Suffix
"Irest/abholauftrag/{auftragld}/download/{downloadId}")

Die tatsachliche GréRRe des Thread-Pools wird von ETR zur Laufzeit automatisch angepasst:
Bis zum angegebenen Wert viele Threads werden erzeugt, sobald sie bendétigt werden.

Sollte kleiner oder gleich sein.

7.3.5 Konfigurationsschlissel "etr.http-server.async.max-pool-size"

Definiert die Maximalgrof3e des Thread-Pools, der zur Verarbeitung von "asynchronen” HTTP-
Anfragen dient.

Treffen Gber den unter angegebenen Wert hinaus
weiterhin mehr Anfragen ein als Threads vorhanden sind, wird zunachst eine Warteschlange
gebildet. Sobald die Warteschlange voll ist d.h. viele

Eintrage umfasst, werden zur Beseitigung der Lastspitze weitere Threads erzeugt (bis
der angegebene Maximalwert "etr.http-server.async.maxPoolSize" erreicht ist). Diese Threads
werden spater automatisch wieder freigegeben, sobald die Lastspitze endet.

Falls und "etr.http-server.async.max-pool-size" gleich
gesetzt werden, werden keine zusétzlichen Threads fiir Lastspitzen erzeugt.

Sollte groRer oder gleich sein.

7.3.6 Konfigurationsschllissel "etr.http-server.async.queue-
capacity"

Definiert die Gro3e der Warteschlange, die zur Verarbeitung von "asynchronen" HTTP-
Anfragen dient, fir den Fall, dass alle im Pool vorhandenen Threads (=

viele) bereits Anfragen bearbeiten und weitere Anfragen eintreffen.
Erst wenn die Anzahl der wartenden Anfragen in der Warteschlange den angegebenen
Maximalwert Uberschreitet, werden zur Bewaltigung von Lastspitzen temporar weitere Threads
automatisch erzeugt, bis auch erreicht ist.

7.3.7 Konfigurationsschlissel "spring.mvc.async.request-timeout"

Steuert die Zeitdauer (Timeout), die maximal vergehen darf, bevor "asynchrone" HTTP-
Anfragen aus Sicherheitsgrinden abgebrochen werden.

Die Zeitspanne sollte so gewahlt sein, dass auch das Zurucksenden der gré3ten von ETR
abgeholten Eingangsdateien an einen aufrufenden Webbrowser oder REST-Client in
Abhéngigkeit der verfigbaren Netzwerkbandbreite immer ordnungsgemaf maoglich ist.
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Die Angabe erfolgt in Millisekunden (z.B. "1200000" = 20 Minuten) oder mit den ublichen
Einheiten als Suffix ("s" = Sekunden, "m" = Minuten", "h" =

Stunden, "d"

= Tage).

Der Wert "0" definiert als Spezialfall, dass kein Abbruch nach einem Timeout erfolgt. Diese

Konfiguration wird aus Sicherheitsgriinden nicht empfohlen.

7.3.8 Wertebereich-Matrix

Standardkonfiguratio
n

Link zur
Dokumentation des

Konfigurationsschliss min (Auslieferungszustan Herstellers/Distributo
el . d) max. rs
server.tomcat.threads.m 0 200 beliebi -
ax g
server.tomcat.threads.mi 0 10 beliebi —
n-spare g
server.tomcat.accept- 0 100 beliebi —
count g

etr.http- 1 10 beliebi
server.async.core-pool- g

size

etr.http- 1 20 beliebi
server.async.max-pool- g

size

etr.http- 1 200 beliebi
server.async.queue- g

capacity

spring.mvc.async.reques 0 1h beliebi —
t-timeout g

7.4 Konfiguration des integrierten HTTP-Clients (Zugriff auf

Backendsysteme)

7.4.1 Konfigurationsschlussel "etr.http-client.max-total-
connections"

Anzahl gleichzeitig gedffneter HTTP-Client-Verbindungen.

Da ETR die HTTP-Verbindungen zu Backend-Systemen dynamisch nur bei Bedarf herstellt und
in einem "Pool" zwischenspeichert, wird der angegebene Maximalwert nur bei entsprechender
Last erreicht.

7.4.2 Konfigurationsschlissel "etr.http-client.max-connections-per-
host"

Anzahl gleichzeitig gedffneter HTTP-Client-Verbindungen zum selben Ziel-Server.

Dient dazu, die Last der Netzwerkinfrastruktur bzw. Gegenstelle zu steuern und ggf. zu
beschranken.
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7.4.3 Konfigurationsschlissel "etr.http-client.connect-timeout"

Zeitvorgabe (Timeout), die maximal vergehen darf, bis ETR (als Client) eine HTTP-Verbindung
zu einem Ziel-Server herstellen kann. Dies umfasst bei gesicherten Verbindungen ggf. auch die
Zeit zur Bereitstellung der bendétigten SSL-/TLS-Transportsicherheit. Angabe in Sekunden.

7.4.4 Konfigurationsschlissel "etr.http-client.response-timeout"

Zeitvorgabe (Timeout), die maximal vergehen darf, bis ETR (als Client) auf eine Anfrage Uber
eine bereits hergestellte HTTP-Verbindung eine Antwort vom Ziel-Server erhalt. Angabe in
Sekunden.

7.4.5 Wertebereich-Matrix

Standardkonfiguration
Konfigurationsschlussel min. (Auslieferungszustand) max.
etr.http-client.max-total-connections 1 60 5000
etr.http-client.max-connections-per-host 1 6 1000
etr.http-client.connect-timeout 1 180 beliebig
etr.httpClient.response-timeout 1 1800 beliebig

7.5 Parallelitatsgrad der Datentransfers

Mit Hilfe der folgenden, gegenseitig voneinander abhangigen Konfigurationsschliissel kann
gesteuert werden, ob und wie viele Datentransfers ETR gleichzeitig (parallel) im Hintergrund
ausfuhrt. Jeder Konfigurationsschlussel definiert den Parallelitatsgrad auf einer von 3 Ebenen.

Der effektive Nutzen der Parallelisierung ist stark von der Menge und Struktur der Ubertragenen
Daten abhéangig. Vorteile entstehen bei der Verarbeitung von vielen Auftragen (hohe Last) in gut
mit Systemressourcen ausgestatteten Umgebungen (leistungsfahige Mehrkern-CPUs, gute
Netzwerkanbindung an die ELSTER-Backend-Systeme). Parallelitat hat keine signifikanten
Vorteile bei geringer Last, wenn tUber ETR nur sporadisch Datentransfers stattfinden.

Was bewirkt eine Erhéhung?

= Parallelisierung kann die Effizienz der Datentransfers im Durchschnitt steigern.

= Je hoher der Wert, desto mehr Systemressourcen (CPU, freier Hauptspeicher,
Netzwerkbandbreite) werden fiir die Datentibertragung bendétigt. Ggf. missen weitere
Parameter angepasst werden, damit das System unter diesen Bedingungen stabil ist.

Was bewirkt eine Verminderung?

= Bei Wert "1" wird die Parallelisierung auf der jeweiligen Ebene deaktiviert. Die Verarbeitung
erfolgt dann sequenziell. Im Fall von technischen Problemen bedeutet dieser Modus eine
tendenziell hbhere Systemstabilitat.

= Je kleiner der Wert, desto langer dauern tendenziell die Datentibertragungen in Summe.

7.5.1 Konfigurationsschlissel "etr.daemon.parallelism"
Gibt an, wie viele Auftrage parallel verarbeitet werden kdnnen.

Ab ETR 25.01 findet die Parallelisierung weitgehend auch tber die verschiedenen
Auftragsarten (Abhol-, Sende, Bereitstellungsauftrage) Ubergreifend statt.

7.5.2 Konfigurationsschlissel "etr.daemon.downloadParallelism"

Betrifft nur Abholauftrage (Einzel- oder Dauerabholauftréage inkl. Abholung eingehender
Dokumente im "Postfach 2.0"-Posteingang).
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Gibt an, wie viele Downloads parallel verarbeitet werden kénnen. Der Wert wirkt sich
inshesondere auf Dauerauftrage aus, bei denen viele Downloads innerhalb einer einzigen
Ausfuhrung stattfinden.

Empfehlung, um unndétige Wartezeiten wahrend der Verarbeitung zu vermeiden:

= sollte mindestens so groR wie "etr.daemon.parallelism" sein.
= sollte hochstens so groR wie "etr.otter.max-parallel-transfers" sein

7.5.3 Konfigurationsschlissel "etr.otter.max-parallel-transfers”

Gibt an, wie viele Dokumente von/zum ELSTER-Objektspeicher (OTTER) parallel Ubertragen
werden kdnnen.

Dies betrifft nur Auftrage zu Auftragsarten, die aus technischer Sicht den ELSTER-
Objektspeicher (OTTER) zur Ubertragung nutzen:

= Postfach 2.0: Bereitstellungsauftrage mit Anhangen ab 10 MiByte (ausgehende
Dokumente)

= Postfach 2.0: Posteingang (eingehende Dokumente)
In OTTER gespeichert werden nur die "Anhange" (Dokumentteile) der Auftrdge. Der

angegebene Wert wirkt sich daher nur aus, wenn Auftrage mehrere Anhénge aufweisen oder
mehrere Auftrage mit entsprechenden Anhéngen gleichzeitig abgearbeitet werden.

Zu bertcksichtigen ist, dass jede OTTER-Anfrage jeweils eine HTTP-Verbindung bendtigt
(siehe und

). Die Einstellungen fur die maximale Anzahl der gleichzeitigen HTTP-
Verbindungen sollten beide gréRer oder gleich dem angegebenen Wert sein, um Blockierungen
bei der Ausfuhrung der OTTER-Anfragen zu vermeiden.

7.5.4 Wertebereich-Matrix

Standardkonfiguration

Konfigurationsschlussel min. (Auslieferungszustand) max.
etr.daemon.parallelism 1 2 8
etr.daemon.downloadParallelism 1 entspricht "etr.otter.max-parallel-transfers" 20
etr.otter.max-parallel-transfers 1 2 20
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